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Vision is not just about recognition

• It is the tool to model the world from visual perspective

• It is the key component in building the intelligence

• Understanding the physical and social world

• Problem solving and task planning

• Connecting to language and mind

Compositionality is the key ingredient for true intelligence!



Compositional Structures in AI
Vision

Scenes, Objects, Events

Language

Syntax, Semantics, Pragmatics



Compositional Structures in AI
Reasoning

Abstraction, Generalization

Planning

Actions, Goals, States



Modeling the Compositionality
Logics & Programs Grammars Graph Neural Network



How to bridge vision and language for a 
better structural understanding of the world?
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Visual Structure Learning
Inducing the underlying structures and grammars  (especially part-whole 
hierarchies) from raw data (images) is a long standing challenge

[1] S.-C. Zhu and D. Mumford. A 
Stochastic Grammar of Images. 

[3] Geoffrey Hinton et al. How to represent 
part-whole hierarchies in a neural network. 
Preprint

[2] George et al. A generative vision model that 
trains with high data efficiency and breaks text-
based CAPTCHASs. Science, 2017



Challenges of Visual Structure Learning

How to represent flexible part-whole hierarchies that vary with images using 
an identical model?

How to learn structure automatically without pre-defined templates?

How to avoid ambiguities in structure learning?



Grammar Induction in Natural Language

[5] Yoon Kim, Chris Dyer, and Alexander M. Rush. Compound 
probabilistic context-free grammars for grammar induction.

[4] Yoon Kim, Alexander M. Rush, L. Yu, Adhiguna
Kuncoro, Chris Dyer, and Gabor Melis. Unsupervised 
recurrent neural network grammars.

[3] Yikang Shen, Shawn Tan, Alessandro Sordoni, and Aaron C. Courville. 
Ordered neurons: Integrating tree structures into recurrent neural networks.



We should analyze grammatical units with reference to their semantics, which is grounded and 
structured by patterns of perception, such as vision.

[6] Ronald W. Langacker. Foundations of cognitive grammar. 
[7] Ronald W. Langacker. An introduction to cognitive grammar. 

Visually-Grounded Language Grammar Induction

[8] Haoyue Shi, Jiayuan Mao, Kevin Gimpel, and Karen Livescu. Visually 
grounded neural syntax acquisition

Cognitive Grammar



Cognitive Grammar
A constituent’s semantic value does not reside in one individual image base, 
but rather in the relationship between the substructure and the base.



The PartIt Dataset
The first dataset with annotated natural language sentences that describe both object 
semantics and fine-grained part semantics paired with images

Also suitable for other tasks, e.g., , image captioning, language-guided part segmentation, 
3D reconstruction



Overall Framework



Context-free Grammar (CFG)



Compound PCFG for Language 
Context Free Grammar (CFG): 

Compound Probabilistic Context Free Grammar (Compound PCFG) 

Probabilistic Context Free Grammar (PCFG): 

Maximum Likelihood with ELBO



Compound PCFG for Image
Context Free Grammar (CFG): 

Compound Probabilistic Context Free Grammar (Compound PCFG): 



Compound PCFG for Image
Compound Probabilistic Context Free Grammar (Compound PCFG) 

Bottom-Up Perception

Bottom-up perception 
module Clustering 

module

Maximum Likelihood with ELBO



Joint Learning by Alignment
Alignment Score between a Part and Language Constituent

Alignment Score between an Image and Sentence



Experiment: Grammar Induction



Experiments
Unsupervised part clustering

Retrieval

Generalization



Qualitative Results
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Transfer to Real Images

Results on PartIt Dataset



Future Directions

• Extend the PartIt dataset to fully 3D with detailed part information

• Learn a 2D grammar that can capture more sophiscated spatial relations

Thank you!


